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Artificial Intelligence in the Diagnosis of Disease: An Analytical
Review on the Current Trend in Research Leading to Better

Outcomes
Syed Aijazuddin

N\ ABSTRACT

Artificial intelligence (Al) has profoundly influenced
industries, including healthcare. Al is
revolutionizing medical diagnostics by significantly
improving the efficiency and accuracy of disease
diagnosis. This study examines the current trends of Al
in disease diagnosis, focusing on its potential to utilize
vast clinical data and genomics to enhance clinical
predictions, disease diagnosis, and prevention,
ultimately leadingto betterpatientoutcomes. This study
aims to examine the latest trends in Al applications in
disease diagnosis. It helps to understand how these
advances can transform healthcare. This analytical
review is based on an extensive literature search
across academic databases such as Scopus, PubMed,
Web of Science, and Elsevier using inclusion/exclusion
criteria focused on Al techniques and their applications
in disease diagnosis. The findings highlight the rapid
growth of Al in medical diagnostics, showcasing its
ability to process and analyze extensive patient data
efficiently to make accurate and precise diagnosis of
disease. The continuous evolution of Al technologies
enables the rapid evaluation of extensive patient
data, including medical history, demographics, and
laboratory test results. This advancement makes
diagnostics more predictive, preventative, and precise,
promising a transformation in healthcare. However,
it is essential to recognize that although Al can be a
powerful tool, it cannot replace the clinician’s role in
disease diagnosis.

Keywords: Artificial intelligence, Diagnosis, Disease,
Diagnostics

Introduction

Diagnosis is the process of identifying a disease by
evaluating symptoms, medical history, and diagnos-
tic tests. Diagnostic methods including blood tests,
histopathology, biopsy procedures, medical imaging,
bio-signals, and genomics are crucial in identifying the
underlying causes of medical issues."” The outcomes
of these diagnostic tests enable clinicians to devise
optimal treatment plans for their patients, track the
progression of a condition or disease, and gauge the
effectiveness of treatment (prognosis). Diagnostics is
a highly complex process.”’ However, diagnostics is
critical to ensure proper diagnosis of disease for effica-
cious treatment and effective patient care.>**

The use of artificial intelligence (AI) as an element of
the diagnostic process has been steadily growing.>*””
Healthcare professionals have been using it from
numerous perspectives.® > There is no consistent
definition for the term AL However, it may be

considered as “the ability of a machine to perform
cognitive functions that we associate with human
minds, such as perceiving, reasoning, learning,
interacting with the environment, problem-solving,
decision-making, and even demonstrating creativity”
and is generally analogous to human-like behavior
with enormous applications.’*"® Al can rapidly
process vast amounts of patient data, encompassing
imaging, bio-signals, vital signs (such as body
temperature, pulse rate, respiration rate, and blood
pressure), demographic details, medical history, and
laboratory test results.'”*° Nevertheless, the utilization
of Al in healthcare and disease diagnostics is generally
focused.>*"*? It is being developed using machine
learning.” ¢

Algorithms are used in medical data to generate
predictions.””*® The data are continually gathered from
various sources and updated over time by processing
new and relevant information.”*' Al-empowered
systems can process more information at a faster pace
compared with humans and may outperform them
for certain medical tasks.>’' Incorporating Al into
diagnostics can expedite the identification of pertinent
medical data from multiple sources related to the
patient and treatment process.”’ ' The diversity of
patient data in terms of multimodal inputs can lead to
better diagnostic decisions based on multiple findings
from images, signals, and text representation.'>'* By
integrating these multiple data sources, healthcare
providers can achieve a more comprehensive
understanding of a patient’s health and the underlying
causes of their symptoms. This multimodal data can
offer a complete picture of a patient’s health, reducing
the risk of misdiagnosis and enhancing diagnostic
accuracy.'>*"*!

We have explored the general application of Al
in healthcare and delved into the current state of
Al in disease diagnostics.'***° The determination
of a disease diagnosis involves assessing whether a
patient is affected by a specific condition, which can
vary based on individual experiences and emotional
and environmental factors.”’ * Diagnosis can be
envisioned as a “pre-existing set of categories agreed
upon by the medical profession to designate a
specific condition.”*”*° Diagnosing typically requires
the expertise of professionals from various medical
disciplines.”™** Therefore, more healthcare profe-
ssionals rely on information technology.>'>**** One
of the most significant areas where Al has made an
impact is medical imaging techniques such as CT
scans, X-rays, ultrasound, and MRI which generate



vast amounts of data that can be challenging for
human radiologists to analyze thoroughly.>**

Al algorithms, particularly those based on deep
learning, have demonstrated remarkable proficiency
in interpreting medical images. Al algorithms,
especially those utilizing deep learning, have shown
exceptional skill in interpreting medical images.>® Al
is already enhancing disease diagnosis, such as in
the early detection of ectopic pregnancies and aiding
gynecologists in making early treatment decisions.*®**’
The role of Al in cancer diagnosis, cardiovascular
disease, lung disease, histopathology, dermatology,
and genomics has also been substantial.'®***

Methods

The review article is based on an extensive literature
search in academic databases such as Scopus, Google
Scholar, IEEE Xplore, PubMed, Web of Science Spring-
er, and Elsevier. It employs specific inclusion/exclu-
sion criteria, focusing on data extraction related to Al
techniques and their applications in diagnosis.

Results

A comprehensive analysis of the collected information
was conducted to understand AI’s role in diagnosing
various diseases. Figure 1A and B, generated using the
GraphPad Prism 10 software, provides an overview of
the literature on medical diagnosis, patient classifica-
tion, and prognosis.

Figure 1A and B presents the results of the litera-
ture overview on diagnosis, prognosis, and patient
risk stratification over the past five years from various
databases. The Fig 1A shows a bar plot depicting the
number of articles identified per search query for each
database. The Fig 1B illustrates the timeline of the to-
tal number of articles published per year, aggregated
from the various databases, created using the Graph
Pad Prism 10 software.

Discussion

The acquisition and evolution of techniques used in
Al have taken place due to upgradation in the tech-
nology of processors by increasing speed and storage
capacity.”'>**® It has resulted in rapidly acquiring
and processing information from different sources at
a lower cost.*>* The accessibility of techniques is easy
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and hence can be used effortlessly.**” The commonly
used techniques are generally classified as supervised,
unsupervised, and deep learning.®'“**> The algo-
rithms employed by using existing samples or data
in the case of supervised learning and association are
based on labels of a dataset that are known. Images
of fractures or ruptures that have been classified by
medical specialists may be considered as an example
of supervised learning. In turn, the information is used
to instruct algorithms that will generate predictions for
unused data.">*”*® It is dependent on the user’s input
and is highly sensitive to data quality.”’”*' Nowadays,
supervised learning is one of the most commonly used
approaches and gives sturdy classifications. Examples
of supervised learning approaches have been used in
the diagnosis of dementia and cancer.*>*"*°"%!

Table 1 lists the key role played by Al in medical
diagnostics. There is another technique, which is
known as unsupervised learning that utilizes self-
organizing algorithms without existing samples or
training data.®'*** For example, unsupervised learning
is used in hepatitis diagnostics.*® Another Al technique
that is routinely used is deep learning, which is an
individual AI approach; however, it has the capability
of combining both supervised and unsupervised
approaches.’ The classification of dermatological
diseases and atrial fibrillation detection are examples
of deep learning.””°"%¢

There are challenges in the operation of Al
technologies in healthcare systems, even though this
is one of the most critical advancements in biomedical
research.””?>** In ever-evolving Al techniques such
as the Boltzmann machine, K-nearest neighbor,
support vector machine (SVM), decision tree, logistic
regression, fuzzy logic, and artificial neural network
to diagnose diseases are being used with remarkable
accuracies.*’?""%

For example, a hybrid intelligence system was used
in diagnosing skin disease to achieve the highest
level of accuracy.””®’ In another study, a recurrent
neural network was used to diagnose hepatitis virus
and achieved 97.59% accuracy, while a feed-forward
neural network achieved 100%.°® One research finding
in gastroenterology got a 97.057 area under the curve
by using residual neural network and long short-term
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Fig 1| (A) Distribution of published papers over the past five years. (B) Distribution published papers on various

categories of disease diagnosis using artificial intelligence
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Table 1 | Encompasses Al in Medical Diagnosis and their
Attributes

Al Role Disease Area  Description

Machine Cancer Predicting cancer types and

Learning stages using patient data

Models

Deep Learning  Radiology Analyzing medical images for

Algorithms disease detection

Natural Medical Extracting relevant

Language Records information from electronic

Processing health records (EHRs)

(NLP)

Predictive Cardiology Predicting cardiovascular

Analytics diseases based on patient
history

Al-based Dermatology Detecting skin cancer through

Diagnostic image analysis

Tools

Reinforcement  Personalized ~ Optimizing treatment plans for

Learning Medicine individual patients

Genomic Data  Genetic Identifying genetic mutations

Analysis Disorders linked to various diseases

Speech Neurology Diagnosing neurological

Recognition disorders through speech
pattern analysis

Predictive Infectious Predicting outbreak and

Modeling Diseases spread of infectious diseases

Al-enhanced Pathology Assisting pathologists in

Pathology analyzing tissue samples

memory (LSTM) to diagnose gastrointestinal disease.*
An interesting study showcased a self-determining
dual-analysis examination by engaging ladies of
50-69 years and mammography.®’ Accumulation of
the data-building tool resulted in a non-significant
enhancement in sensitivity by 76.2% and a significant
increase by 96.4%. The random forest classifier
stood out to be the best algorithm in Type 2 diabetes
diagnosis in large groups.’®*°

In a study on predictive coronary heart disease using
medical data with the help of three supervised learn-
ing techniques, namely, Naive Bayes, SVM, and deci-
sion tree, on the South African Heart Disease dataset of
462 instances to find the correlations in coronary heart
disease, which would help improve the prediction rate
reported ten-fold cross-validation.””® In a study that
used Internet of Things (IoT) for a healthcare monitor-
ing system for diabetes and hypertension patients at
home and used personal healthcare devices that per-
ceive and estimate a person’s biomedical signals. The
system can notify health personnel in real time when
patients experience emergencies.>' They applied the
administered Al method to achieve parallel grouping
from the 18th lower request shading minutes. Their
test indicated a precision of 98.4%, particularly for
the tuberculosis antigen explicit counteracting agent
identification on the portable stage.** A study provided
the global trends and developments of Al applications
related to stroke and heart diseases to identify the re-
search gaps and suggest future research directions.”>*
The research proposed an effective model that can help
doctors diagnose skin diseases efficiently that com-
bined neural networks with MobileNet V2 and LSTM
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and achieved an accuracy rate of 85%, exceeding
accuracy and generating faster results as compared
to the traditional methods.*'*** The cervical cancer
prediction model for early prediction of cervical can-
cer using risk factors as inputs using a combination of
Al techniques showed better accuracy than previously
proposed methods for forecasting cervical cancer.****’

The advancement in Al in diagnostics over the con-
ventional approach is shown 100x faster than conven-
tional methods (Figure 2, created by BioRender). This
illustrates the progression of Al in medicine, particu-
larly in enhancing healthcare from bench to bedside.

Figure 2 illustrates the progression of Al in medi-
cine, particularly in enhancing healthcare from bench
to bedside. Patient-derived datasets are employed in
Al models to accelerate this transition. Integrating
datasets from multiple diverse sources, including se-
quencing, structural, and screening data, expands the
relevant feature space for Al models, facilitating com-
prehensive end-to-end medical discovery.

Figure 3 depicts the progression and application of
Al in healthcare research showcasing the following
highlights:

Research Timeline: Depicts the stages of research
from basic research, which includes predicting protein
structure and automating high-throughput assays, to
clinical research that integrates multimodal data for
improved patient outcomes.

Standard Image Analysis: Shows the use of off-the-
shelf tools such as 3D Slicer, Qu Path, Fiji, Napari, and
ilastik for different scales of biological imaging from
whole body to subcellular levels.

Building a Pipeline: Describes the iterative process of
training, tuning, testing, validating, and deploying Al
models using large datasets for repetitive tasks.

Foundation Models: Explains the application of
foundation models, including supervised fine-tuning
for few-shot learning and direct application for
zero-shot learning, in solving complex problems. As far
as the current trends in the research, it may be said that
thereisaprofound and multifaceted role of Alinmedical
diagnostics, which has been significantly noticeable in
the field of medical imaging and radiology, providing
tools that assist in the accurate and rapid diagnosis of
various conditions (Figure 4). DL models, especially
convolutional neural networks, have become necessary
in analyzing medical images.>*'® Al techniques
and models have shown exceptional performance
in diagnosing lung diseases such as pneumonia,
tuberculosis, and lung cancers.**® AI's role in
mammography has improved breast cancer detection
rates by reducing false positives and negatives.®!
Studies have demonstrated that AI algorithms can
surpass the diagnostic accuracy of radiologists. Al
algorithms have been shown to accurately identify
and classify brain tumors from scans, helping in early
diagnosis and treatment planning. In pathology, Al
aids in analyzing histopathological images, improving
diagnostic precision and efficiency.
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Fig 3 | State-of-art advancements in Al for medical research and applications. Adapted from Perez-Lopez et al.**

Al algorithms can identify and classify cancerous
cells with high accuracy, which is crucial for effective
treatment planning. Al models have been developed to
accurately classify prostate cancer from biopsy images,
assisting in early detection and personalized treatment
plans.” Al has improved the accuracy of breast cancer
diagnosis by detecting morphological features in
tissue samples.***>** Apart from the scope of the
present review, which was focused on diagnostics, it
may be added that Al plays a pivotal role in genomics
by analyzing vast amounts of genetic data to identify

markers and predict disease susceptibility. AI models
can process complex genomic datasets, leading to
breakthroughs in personalized medicine.'®*” Al models
predict patient outcomes based on historical data,
guiding treatment decisions and improving patient care.
Furthermore, Al has revolutionized drug discoveries,
predicting their efficacy and safety profiles.

This has accelerated the drug development pro-
cess, reducing the time and costs associated with tra-
ditional methods. Al technologies enable continuous
monitoring of patients providing early warnings and
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Fig 4 | Al workflows in medical prediction and diagnosis: Applications, timeline of selected milestones, and trend in

clinical impact

improving chronic disease management. Al-powered
wearable devices monitor vital signs and detect anom-
alies, alerting healthcare providers to potential health
issues.”” Al deployment in medical diagnostics is still
in the early stages, and several technical, regulatory,
and ethical challenges must be overcome to reach their
full potential.'>**** The first challenge is medical data
quality and availability. Meanwhile, Al algorithms can
be biased if that is not representative of the population
they are intended to serve, leading to incorrect or unfair
diagnoses. Another aspect is the use of Al in medical
diagnostics of private and sensitive data, which rais-
es some ethical questions. To overcome these ethical
issues, ongoing deliberations and federated learning
are being explored as potential solutions.

The review presents a novelty by offering a com-
prehensive literature survey that highlights various
disease diagnoses using emerging Al techniques, dis-
tinguishing it from most literature reviews that typi-
cally focus on just one or two diseases. Additionally,
it emphasizes how different Al techniques in research
publications have predominantly concentrated on the
accuracy of the methods employed, which is a critical
criterion for diagnosing specific illnesses. Further-
more, this review provides insights into future research
directions for employing specific Al techniques aimed
at the early diagnosis and management of chronic, de-
bilitating diseases and disorders and enhancing quali-
ty of life by reducing medical costs and burdens.

Conclusion

The future of Al in medical therapeutics and diag-
nostics is promising, with ongoing research focused
on integrating Al with other emerging technologies.
Combining Al with the IoT can enhance remote patient
monitoring and data collection, leading to more com-
prehensive health insights.

References

1 BallJR, Miller BT, Balogh EP, Eds. Improving Diagnosis in Health
Care. Washington (DC): National Academic Press (US). 2015.
PP. 1-437.

2 Singh H, Schiff GD, Graber ML, Onakpoya I, Thompson MJ. The
global burden of diagnostic errors in primary care. BM) Qual Saf.
2017;26(6):484-94.

DOI: https://doi.org/10.70389/PJAI.100004 | Premier Journal of Artificial Intelligence 2024;1:100004

10

11

12

13

14

15

16

17

18

19

Kumar P, Chauhan S, Awasthi LK. Artificial intelligence in healthcare:
Review, ethics, trust challenges and future research directions. Eng
Appl Artif Intell. 2023;120:105894.

Samhan B, Crampton T, Ruane R. The trajectory of it in healthcare at
HICSS: a literature review, analysis, and future directions. Commun
Assoc InfSyst. 2018;43(1):41.

Obeng O, Paul S. Understanding HIPAA compliance practice

in healthcare organizations in a cultural context. In: Americas
Conference on Information Systems. 2019;1:1-5.

Kumar Y, Mahajan M. Recent advancement of machine learning and
deep learning in the field of healthcare system. Comput Intell Mach
Learn Healthc Inform. 2020;1:77-98.

Odenkirk MT, Reif DM, Baker ES. Multiomic big data analysis
challenges: increasing confidence in the interpretation of artificial
intelligence assessments. Anal Chem. 2021;93(22):7763-73.
Frick NR, Méllmann HL, Mirbabaie M, Stieglitz S. Driving digital
transformation during a pandemic: Case study of virtual
collaboration in a German Hospital. JMIR Med Inform. 2021;9(2):
e25183.

Mirbabaie M, Stieglitz S, Frick NR. Hybrid intelligence in hospitals:
Towards a research agenda for collaboration. Elec Mark. 2021;
31:365-87.

Knijnenburg BP, Willemsen MC. Inferring capabilities of intelligent
agents from their external traits. ACM Trans Interact Intell Sys (TiiS).
2016;6(4):1-25.

Loebbecke C, El Sawy O, Kankanhalli A, Markus ML, Te’Eni D, Wrobel
S, et al. Artificial intelligence meets IS researchers: Can it replace
us? Commun Assoc Inform Sys. 2020;47:1-13.

DuanY, Edwards JS, Dwivedi YK. Artificial intelligence for decision
making in the era of Big Data-evolution, challenges and research
agenda. IntJ Inform Manage. 2019;48:63-71.

Rong G, Mendez A, Assi EB, Zhao B, Sawan M. Artificial intelligence
in healthcare: Review and prediction case studies. Engineering.
2020;6(3):291-301.

Batin M, Turchin A, Sergey M, Zhila A, Denkenberger D.

Artificial intelligence in life extension: from deep learning to
superintelligence. Informatica. 2017;41(4).

Mendling J, Decker G, Hull R, Reijers HA, Weber I. How do machine
learning, robotic process automation, and blockchains affect the
human factor in business process management? Commun Assoc
Inform Sys. 2018;43(1):19.

Rai A, Constantinides P, Sarker S. Next generation digital

platforms: Toward human-Al hybrids. Manage Inform Sys Quart.
2019;43(1):iii—x.

Frick NR, Mirbabaie M, Stieglitz S, Salomon J. Maneuvering

through the stormy seas of digital transformation: the impact of
empowering leadership on the Al readiness of enterprises. ] Dec
Sys. 2021;30(2-3):235-58.

Krittanawong C, Zhang H, Wang Z, Aydar M, Kitai T. Artificial
intelligence in precision cardiovascular medicine. ] Am Coll Cardiol.
2017;69(21):2657-64.

Laurenzi E, Hinkelmann K, Reimer U, van der Merwe A, Sibold P, Endl
R. DSML4PTM- A domain-specific modelling language for patient
transferal management. In: International Workshop on Advanced
Enterprise Modelling 2017;2:521-31.



PREMIER JOURNAL OF ARTIFICIAL INTELLIGENCE

REVIEW

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

Selz D. From electronic markets to data driven insights. Elect Mark.
2020;30(1):57-59.

Mirbabaie M, Stieglitz S, Briinker F, Hofeditz L, Ross B, Frick NR.
Understanding collaboration with virtual assistants-the role of social
identity and the extended self. Busin Inform Sys Eng. 2021; 63:21-37.
Mitchell T, Cohen W, Hruschka E, Talukdar P, Yang B, Betteridge J,

et al. Never-ending learning. Comm ACM. 2018;61(5):103-15.
Nasirian F, Ahmadian M, Lee OK. Al-based voice assistant systems:
Evaluating from the interaction and trust perspectives. In: Americas
Conference on Information Systems. 2017;27:1.

Jiang F, Jiang Y, Zhi H, Dong Y, Li H, Ma S, et al. Artificial intelligence
in healthcare: Past, present and future. Strok Vasc Neurol.
2017;2(4):e000101.

Luger E, Sellen A. “Like Having a Really Bad PA” The Gulf between
user expectation and experience of conversational agents. In:
Proceedings of the 2016 CHI Conference on Human factors in
Computing Systems 2016 (pp. 5286-97).

Brendel AB, Mirbabaie M, Lembcke TB, Hofeditz L. Ethical management
of artificial intelligence. Sustainability. 2021;13(4):1974.

Kasasbeh AS, Christensen S, Parsons MW, Campbell B, Albers GW,
Lansberg MG. Artificial neural network computer tomography perfusion
prediction of ischemic core. Stroke. 2019;50(6):1578-81.

Tigga NP, Garg S. Prediction of type 2 diabetes using machine
learning classification methods. Proced Comput Sci. 2020;
167:706-16.

Gonsalves AH, Thabtah F, Mohammad RM, Singh G. Prediction of
coronary heart disease using machine learning: an experimental
analysis. In: Proceedings of the 2019 3rd International Conference
on Deep Learning Technologies 2019 (pp. 51-56).

ljaz MF, Alfian G, Syafrudin M, Rhee J. Hybrid prediction model for
type 2 diabetes and hypertension using DBSCAN-based outlier
detection, synthetic minority over sampling technique (SMOTE),
and random forest. Appl Sci. 2018;8(8):1325.

ljaz MF, Attique M, Son Y. Data-driven cervical cancer prediction
model with outlier detection and over-sampling methods. Sensors.
2020;20(10):2809.

Rauschert S, Raubenheimer K, Melton PE, Huang RC. Machine
learning and clinical epigenetics: a review of challenges for
diagnosis and classification. Clin Epig. 2020; 12:1-1.

Panch T, Szolovits P, Atun R. Artificial intelligence, machine learning
and health systems. ] Glo Heal. 2018;8(2):020303.

Rajkomar A, Dean J, Kohane I. Machine learning in medicine. N Engl
J Med. 2019;380(14):1347-58.

Javed AR, Saadia A, Mughal H, Gadekallu TR, Rizwan M, Maddikunta
PK, et al. Artificial intelligence for cognitive health assessment:
state-of-the-art, open challenges and future directions. Cogn
Comput. 2023;15(6):1767-812.

Mirbabaie M, Stieglitz S, Frick NR. Artificial intelligence in disease
diagnostics: a critical review and classification on the current state of
research guiding future direction. Heal Tech. 2021;11(4):693-731.
Walczak S, Velanovich V. Improving prognosis and reducing
decision regret for pancreatic cancer treatment using artificial
neural networks. Dec Suppor Sys. 2018;106:110-8.

Fernandez AD, Fernandez DR, Sanchez MT. A decision support
system for predicting the treatment of ectopic pregnancies. Int |
Med Inform. 2019;1(129):198-204.

Jeske M, James J, Joyce K. Diagnosis and the practices of patient
hood: How diagnostic journeys shape illness experiences. Soc Heal
Iln. 2024;46(51):225-41.

Stephanie L, Sharma RS. Digital health eco-systems: an epochal
review of practice-oriented research. IntJ Inform Manage. 2020;
53:102032.

Frick NR, Briinker F, Ross B, Stieglitz S. Comparison of disclosure/
concealment of medical information given to conversational agents
or to physicians. Heal Inform ). 2021;27(1):1460458221994861.
Dellermann D, Lipusch N, Ebel P, Leimeister JM. Design principles
for a hybrid intelligence decision support system for business
model validation. Elect Mark. 2019;29:423-41.

Kersting K. Machine learning and artificial intelligence: two fellow
travelers on the quest for intelligent behavior in machines. Front Big
Data. 2018;1:6.

McCauley SM, Christiansen MH. Language learning as language
use: A cross-linguistic model of child language development.
Psychol Rev. 2019;126(1):1.

Bhattamisra SK, Banerjee P, Gupta P, Mayuren J, Patra S, Candasamy
M. Artificial intelligence in pharmaceutical and healthcare research.
Big Data |Cognitive Computing. 2023;7(1):10.

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

Minaee S, Kafieh R, Sonka M, Yazdani S, Soufi GJ. Deep-COVID:
Predicting COVID-19 from chest X-ray images using deep transfer
learning. Med Image Anal. 2020;65:101794.

Bosse S, Maniry D, Miller KR, Wiegand T, Samek W. Deep neural
networks for no- reference and full-reference image quality
assessment. IEEE Trans Image Proc. 2017;27(1):206-19.
Srinivasu PN, Ahmed S, Alhumam A, Kumar AB, ljaz MF. An AW-
HARIS based automated segmentation of human liver using CT
images. Comput Mater Contin. 2021;69(3):3303-19.

Bhatt VK, Pal VK. An intelligent system for diagnosing thyroid
disease in pregnant ladies through artificial neural network. In:
International Conference on Advances in Engineering Science
Management and Technology (ICAESMT)-2019, Uttaranchal
University, Dehradun, India; 2019;1:1-10.

Owais M, Arsalan M, Choi J, Mahmood T, Park KR. Artificial
intelligence-based classification of multiple gastrointestinal
diseases using endoscopy videos for clinical diagnosis. J Clin Med.
2019;8(7):986.

KumarY, Koul A, Singla R, ljaz MF. Artificial intelligence in disease
diagnosis: A systematic literature review, synthesizing framework
and future research agenda. ) Ambit Intell Human Comput.
2023;14(7):8459-86.

Srinivasu PN, SivaSai JG, ljaz MF, Bhoi AK, Kim W, Kang JJ.
Classification of skin disease using deep learning neural networks
with MobileNet V2 and LSTM. Sensors. 2021;21(8):2852.
Perez-Lopez R, Ghaffari Laleh N, Mahmood F, Kather JN. A guide to
artificial intelligence for cancer researchers. Nat Rev Canc. 2024:1-5.
KumarY, Sood K, Kaul S, Vasuja R. Big data analytics and its benefits
in healthcare. Big Data Anal Healthc. 2020;66:3-21.

Lai S, Seng ), Lin W. Prediction of financial distress with text mining and
hidden Markov model. In: PACIS 2018 Proceedings; 2018 (p. 203).
Karpischek S, Michahelles F, Fleisch E. Detecting incorrect product
names in online sources for product master data. Elec Mark. 2014;
24:151-60.

LuJ, Song E, Ghoneim A, Alrashoud M. Machine learning for
assisting cervical cancer diagnosis: An ensemble approach. Futu
Generat Compu Sys. 2020;106:199-205.

Singh A, Mehta JC, Anand D, Nath P, Pandey B, Khamparia A.

An intelligent hybrid approach for hepatitis disease diagnosis:
Combining enhanced k-means clustering and improved ensemble
learning. Exp Sys. 2021;38(1):e12526.

Mishra S, Yamasaki T, Imaizumi H. Supervised classification of
dermatological diseases by deep learning. arXiv Preprint 2018;
1-6, arXiv:1802.03752.

JinY, Qin C, Huang Y, Zhao W, Liu C. Multi-domain modeling of
atrial fibrillation detection with twin attentional convolutional long
short-term memory neural networks. Knowl-Based Syst. 2020;
193:105460.

Daly MB, Pal T, Berry MP, Buys SS, Dickson P, Domchek SM, et al.
Genetic/familial high-risk assessment: breast, ovarian, and
pancreatic, version 2.2021, NCCN clinical practice guidelines in
oncology. ) Nat Comprehen Canc Netw. 2021;19(1):77-102.
Dabowsa NI, Amaitik NM, Maatuk AM, Aljawarneh SA. A hybrid
intelligent system for skin disease diagnosis. In: 2017 International
Conference on Engineering and Technology (ICET); 2017 (pp. 1-6).
Tran BX, Latkin CA, Vu GT, Nguyen HL, Nghiem S, Tan MX, et al.
The current research landscape of the application of artificial
intelligence in managing cerebrovascular and heart diseases: A
bibliometric and content analysis. International ] Environ Res Publ
Heal. 2019;16(15):2699.

Shabut AM, Tania MH, Lwin KT, Evans BA, Yusof NA, Abu-Hassan
K], Hossain MA. An intelligent mobile-enabled expert system

for tuberculosis disease diagnosis in real time. Exp Sys Appl.
2018;114:65-77.

KumarY, Singla R. Federated learning systems for healthcare:
perspective and recent progress. In Federated Learning Systems:
Towards Next-Generation Al. 2021; pp. 141-56.

Vasal S, Jain S, Verma A. COVID-AI: An artificial intelligence system
to diagnose COVID 19 disease. ) Eng Res Tech. 2020;9:1-6.
Gouda W, Yasin R. COVID-19 disease: CT pneumonia analysis
prototype by using artificial intelligence, predicting the disease
severity. Egyp J Radiol Nucl Med. 2020;51(1):196.

Kumar S, Katyal S. Effective analysis and diagnosis of liver disorder
by data mining. In: 2018 International Conference on Inventive
Research in Computing Applications (ICIRCA); 2018

(pp. 1047-51).

DOI: https://doi.org/10.70389/PJAI.100004 | Premier Journal of Artificial Intelligence 2024;1:100004



