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ABSTRACT
PURPOSE
This narrative review investigates the interplay between 
gender bias in artificial intelligence (AI) systems and 
the potential of digital literacy to empower women in 
technology. By synthesising research from 2010 to 
2024, the study examines how gender bias manifests in 
AI, its impact on women’s participation in technology, 
and the effectiveness of digital literacy initiatives in 
addressing these disparities. 
METHODS
A systematic literature search was conducted across 
major academic databases, including Web of Science, 
Scopus, IEEE Xplore, and Google Scholar. The review 
focused on peer-reviewed articles, reports, and case 
studies published between 2010 and 2024 that 
addressed gender bias in AI, women’s participation in 
technology, and digital literacy initiatives. A thematic 
analysis framework was employed to identify and 
synthesise recurring themes and patterns. 
RESULTS
The findings reveal systemic gender biases embedded 
in AI applications across diverse domains, such 
as recruitment, healthcare, and financial services. 
These biases stem from factors including the under-
representation of women in AI development teams, 
biased training datasets, and algorithmic design 
choices. Digital literacy programs emerge as a 
promising intervention, fostering a critical awareness 
of AI bias, encouraging women to pursue AI careers, 
and catalysing growth in women-led AI projects. 
CONCLUSIONS
Although gender bias in AI poses significant 
challenges, this review highlights digital literacy as a 
transformative tool for achieving gender equity in AI 
development and application. The study highlights the 
importance of inclusive AI design, gender-responsive 
education policies, and sustained research efforts to 
mitigate bias and promote equity.
Keywords: Gender bias in AI, Digital literacy, Women 
empowerment in technology, Inclusive AI design, AI 
workforce diversity

Introduction
Artificial intelligence (AI) has emerged as one of the 
most transformative forces of the twenty-first centu-
ry, reshaping industries, economies, and societies at 
an unprecedented pace.1 However, alongside the re-
markable advancements in AI technologies, there are 
increasing concerns regarding the pervasive gender 
biases embedded in these systems and the broader im-
plications for women’s participation and representa-
tion in the digital realm. This narrative review explores 
the complex interplay between gender bias in AI and 

the potential of digital literacy to empower women in 
this evolving technological landscape. Gender bias in 
AI is well-documented, manifesting in various ways, 
including biased algorithms, the under-representation  
of women in AI development teams, and the reinforce-
ment of gender stereotypes within AI applications.2,3 
These biases not only reflect existing societal in-
equalities but also risk amplifying them, embedding 
such disparities more deeply within our increasingly 
AI-driven world.

A lack of women in AI is due to several things, some 
of which are long-standing societal biases. Only 22% of 
AI workers around the world are women.4 This number 
is alarming because AI will change the way we use tech-
nology in the future. AI systems can reinforce gender ste-
reotypes and biases without trying to if the people who 
work on them are not diverse. This could affect many 
AI-driven apps and change how decisions are made. 
Furthermore, bias against women in AI goes beyond the 
number of women working in the field and includes the 
data and algorithms that support these technologies.5 AI 
systems that were taught on data that is historically bi-
ased can keep and even worsen gender differences. For 
instance, it has been shown that AI-based hiring tools 
are less helpful for women and that voice recognition 
systems often do not work well with female sounds.6

Giving women the skills and information to think 
critically about AI technologies through digital literacy 
seems to be a promising way to help reduce gender bias 
in AI. Digital literacy includes not only knowing how to 
use technology but also how to think about, criticise, 
and deal with digital technologies, like AI systems.7,8 
The purpose of this research is to identify the causes 
and manifestations of gender bias in AI systems, how 
this bias hinders women’s advancement in the tech in-
dustry, how digital literacy initiatives can help eliminate 
this gap, and the most effective strategies for promoting 
gender parity in the development and application of AI.

For an equitable society, there is a need to prevent AI 
systems from gender bias. The reason behind this is the 
growing significance of AI systems in several aspects of 
our lives, including our professional lives, educational 
institutions, medical treatments, and interpersonal con-
nections.9–11 Also, as the world economy becomes more 
digitalised, being able to change and work with AI tech-
nologies will become more important.12,13 This analysis 
focuses on how tech-savvy women might progress in the 
field of AI. It does this as part of a bigger plan to close the 
tech gap between men and women and make sure that 
everyone can benefit from the digital revolution. This re-
view aims to address the following research questions:

i.	 How do gender biases manifest within AI sys-
tems, and what are their primary sources?
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ii.	 To what extent can digital literacy initiatives 
empower women to engage critically with AI 
technologies and mitigate gender disparities in 
the field?

This study aims to examine the origins and conse-
quences of gender bias in AI systems. It also explores 
potential strategies for leveraging digital literacy to 
mitigate gender disparities and foster gender equity 
within the technology sector.

Methodology
This narrative review thoroughly gathered literature on 
gender bias in AI and digital skills for women’s growth. 
Combining data from different fields using a narrative 
review method, this study looks into the complicated 
link between gender bias in AI and how digital literacy 
could help solve the issue. A comprehensive under-
standing of the impact of gender bias on AI requires 
the integration of findings from many domains and 
approaches. That is why we used a narrative review. 
As opposed to systematic reviews, narrative reviews 
are better for looking at how society and technology 
are connected because they allow for critical thought 
and theme synthesis. Authors support this approach 
by showing how narrative reviews can help bring to-
gether important information from different fields.14–16 
The study goals are met by this method because it lets 
us look into where gender bias in AI comes from and 
seek answers that involve digital literacy.

Search Strategy
A systematic and iterative search strategy was devel-
oped to identify and retrieve relevant literature on 
gender bias in AI and the role of digital literacy in ad-
dressing this bias. The search strategy was carefully 
designed and tested to ensure it captured a compre-
hensive and representative sample of the current liter-
ature base. Table 1 shows a list of the databases and 
search words.

The study questions, key ideas, and an initial look at 
foundational articles in the field were used to come up 
with the search terms. A test search was done in a few 
databases (Web of Science, Scopus, and IEEE Xplore) 
to see the relevance and completeness of the search 
words. The results of these tests were used to guide 
future improvements. The search words were chosen 
to include a wide range of points of view because the 
topic is multidisciplinary and includes technology, 
education, and gender studies. The following changes 
were made based on the pilot tests: Larger words like 

“gender” were paired with smaller words like “bias” or 
“equality” to make sure they were clear. Boolean oper-
ators (like AND, OR) and wildcards (like *) were add-
ed to account for different ways of putting things and 
to get more results. As an example: “artificial intelli-
gence” AND (“gender bias” OR just “women”); “digital 
literacy” AND (“empowerment” OR both “inclusion”).

Relevance to AI, gender studies, and computer liter-
acy informed the selection of the cited materials. The 
first search terms were used to test each database to 
make sure it returned appropriate results. Web of Sci-
ence is a search engine that focuses on large scholarly 
works and studies that span multiple fields. The search 
terms “artificial intelligence” AND (“gender bias” OR 
“women”) retrieved research that mostly addressed 
the societal impacts of AI. Scopus collects writing 
about technology and schooling. The search term 
“digital literacy” AND (“women” OR “empowerment”) 
was changed to exclude general topics about digital 
education that had nothing to do with gender. The 
IEEE Xplore database was chosen because it focuses 
on technical and engineering books. “AI ethics” AND 
“gender” attempted to eliminate irrelevant technical 
discussions by implementing several changes. Google 
Scholar is used to find grey literature and other types 
of material. “Women in tech” AND “AI” were tested and 
the results were mostly about job trends and differenc-
es between men and women. The ACM Digital Library 
is a specialised resource for computer science and 
studies of how people communicate with computers. 
“Artificial intelligence” and “gender equality” were 
changed to include a study on diversity in AI.

Reflective Search Terms
The following steps were taken to make sure that the 
search words matched the current body of literature. 
We have reviewed the first results of the pilot search-
es to ensure their relevance and completeness, which 
has improved the terms. The last set of search words 
was compared to both well-known classics and newer 
studies in the field. This step made sure that the terms 
covered important texts without leaving out any im-
portant parts.

The words were chosen to cover different ways of 
putting ideas (like “AI ethics” vs. “ethics in AI”) and 
how important ideas overlap (like “gender” with 
“bias,” “equality,” and “inclusion”). Different search 
terms had to be used for each database because of its 
indexing rules and major focus areas, but the main 
ideas had to stay the same. As an example, IEEE Xplore 

Table 1 | Search strategy
Databases Search Terms Grey Literature Sources

Web of Science “Artificial intelligence” AND (“gender bias” OR “women”) UNESCO reports
Scopus “Digital literacy” AND (“women” OR 

“empowerment”)
World Economic Forum white 
papers

IEEE Xplore “AI ethics” AND “gender” AI Now Institute publications
Google Scholar “Women in tech” AND “AI” OECD policy papers
ACM Digital Library “Gender equality” AND “artificial 

intelligence”
Tech company diversity reports
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used the words “AI ethics” and “gender” to find techni-
cal papers about algorithmic bias. Conversely, Scopus 
sought out social science articles using keywords such 
as “empowerment” and “digital literacy.” These specif-
ic search terms made sure that the approach was best 
for each database’s strengths. The search words were 
improved to make sure that the ideas were consistent 
while still being able to be changed to fit the needs of 
each database. A full record of the search process was 
kept, including the reasoning behind choosing the 
terms and the results of the pilot tests.

The first search turned up 300 sources, of which  
107 sources were chosen for the study after eliminat-
ing duplicates, and selecting which ones to include 
requires the use of criteria. This thorough and organ-
ised method makes sure that the literature chosen 
accurately shows the present state of study on gender 
bias in AI and digital literacy.

Boolean operators and wildcards were used in the 
search to find different uses of words. We also used 
the “snowballing” method, which involves looking 
through the reference lists of important papers to find 
more relevant sources.

Inclusion and Exclusion Criteria
The criteria for extracting literature on AI and gender 
are outlined in Table 2.

Analysis Approach
We employed thematic analysis because it allows us 
to discover commonalities and motifs across various 
forms of written expression.

Thematic Analysis
The main way that the patterns and themes in the cho-
sen works were found, organised, and interpreted was 
through thematic analysis. Using Braun and Clarke’s17 
six-step method, this process made it possible to inves-
tigate gender bias in AI and how digital literacy can 
help reduce it in a planned and thorough way. This 
method was perfect for putting together results from 
different fields because it allows for flexibility while 
still being methodologically sound.

Steps of Thematic Analysis
Familiarisation and the Initial Coding
For a better understanding of the topics covered and to 
identify recurring themes, all 107 selected works were 

read as a whole. Articles were coded separately to cre-
ate an initial coding scheme. This was done to account 
for overlap with grey literature. Inductively, codes were 
made with a focus on both obvious and hidden informa-
tion. As an example, “Not enough women on AI  teams” 
is written in manifest code. Code that cannot be seen: 
“Structural barriers to diversity in technology fields.”

Codebook Development
Initial codes were identified with the similarities and 
differences after much deliberation, a single codebook 
was finalised. This makes sure that all pages are coded 
the same way.

Comprehensive Coding
All the chosen pieces (n  =  107) were coded in NVivo 
qualitative data analysis software using the codebook. 
NVivo made it easier to organise and find coded data, 
which made analysis quick and efficient.

Theme Review and Refinement
Codes were put together into bigger themes that 
showed trends in the data. As an example, the first 
topic is the systemic causes of gender bias in AI, for 
example, skewed datasets used for training and pre-
dominantly male-dominated development teams. The 
second theme is how digital literacy affects women’s 
freedom in AI (for example, by making them more job-
ready and encouraging critical thinking).

Theme Naming and Definition
Themes were examined to make sure there was both 
internal homogeneity (the sameness within a theme) 
and outward heterogeneity (the ability to tell themes 
apart). There were clear definitions for each theme, 
and quotes were chosen to show important points. As 
an example, “AI hiring algorithms tend to repeat his-
torical biases, making it harder for women to get hired 
(Figure 1).”

The topic analysis showed a few main ideas that are 
important for understanding gender bias in AI and 
how digital literacy can help solve these problems. 
One important issue that came up was the structural 
roots of gender bias in AI. This showed how women 
are under-represented in AI development teams and 
how biased training datasets reinforce harmful ste-
reotypes. These structural problems make AI systems 
more biased, which reflects and makes worse social 

Table 2 | Criteria for extracting literature on AI and gender
Criteria Details
Inclusion Criteria Peer-reviewed articles published between 2010 and 2024

Reports and white papers from recognised institutions
Case studies of digital literacy initiatives
Theoretical and empirical studies on gender bias in AI
Publications in English or with available English translations

Exclusion Criteria Publications before 2010, unless seminal works
Non-English-language publications without available translations
Opinion pieces or editorials without substantial evidence or analysis

Search Results The initial search yielded 300 potential sources.
Final Selection After applying inclusion/exclusion criteria and removing duplicates, 107 sources were selected for review.
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problems of inequality. The ways that bias shows up in 
AI systems was another important theme. This includ-
ed biased results based on gender in areas like hiring, 
healthcare, and financial algorithms, where AI apps 
often make differences worse. For example, hiring al-
gorithms tend to favour men for technical jobs, and 
healthcare algorithms may not give women’s health 
signs enough weight, which makes things even less 
fair.

A third theme focused on how digital knowledge 
could give women more power. It became clear that 
digital literacy could change things by helping women 
find and fight flaws in AI systems. Digital literacy pro-
grams not only help people think more critically but 
also make it easier for women to get into and do well in 
AI-related fields. The success of these projects shows 
that they can help women advance in their careers in 
AI and make the tech world more fair and open to ev-
eryone.

Together, these themes made it possible to put all 
the findings and come up with strategies that can be 
used to support gender equality in AI. The study shows 
how important it is to work together to make AI cre-
ation and use more equality between men and women 
by fixing structural inequality, reducing systemic bias, 
and giving women more power through targeted inter-
ventions.

Quality Control and Being Flexible
We used some quality control methods to ensure the 
accuracy of our analysis. All 107 articles were coded 
independently. It was critical to carefully record the 
review’s search method, analysis, and choices re-
garding inclusion and exclusion. Our goal was to get 
better and more reliable results by being aware of our 

positionality and doing reflexive activities. This meth-
od carefully and thoroughly brings together all the 
studies on gender bias in AI and digital literacy to help 
women get ahead.

All articles were included in the inter-rater reliabil-
ity study. This all-around method makes sure that the 
coding system is fully used, which makes the thematic 
analysis more rigorous and reliable. The whole dataset 
was coded separately, which allows a full evaluation 
of reliability to happen. To find out how consistent 
the scoring was, Cohen’s kappa coefficient, which 
is a measure of inter-rater agreement, was used. The 
high level of agreement indicated by the resultant co-
efficient of 0.82 indicates that the coding method was 
both consistent and trustworthy. Any disagreements 
found during the independent coding process were 
settled. This led to repeated improvements to the code-
book that made it clearer and more useful across a 
wide range of studies.

To eliminate the possibility of bias or under-rep-
resentation that could arise from relying solely on a 
group, the inter-rater reliability method is used for all 
107 articles. This approach guarantees that all exam-
ined literature is incorporated into the thematic anal-
ysis. As part of the topic analysis process, researchers 
had to do things like reflect on their points of view 
and possible biases throughout the study. In addition, 
basic themes were shown to an outside group of ex-
perts in AI ethics, gender studies, and digital literacy. 
Their feedback helped to see details that might have 
been missed, which made sure the themes made sense 
in both classroom and real-world settings. The meth-
od makes sure there is strong rigour and openness 
by actively reflecting on the research through team 
discussions, external validation, and positionality 

Fig 1 | Procedure for thematic analysis
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statements, as well as by coding all articles and getting 
a Cohen’s kappa coefficient of 0.82.

Results
Origins of Gender Bias in AI
Much of different things are linked to gender bias in AI, 
and each one makes the issue worse in its own way:

Under-representation of Women in  
AI Development Teams
The main reason AI systems are not fair to women is 
that there are not enough girls and women working 
on them. The World Economic Forum18 says that only 
22% of AI workers are women and that only 14% of AI 
bosses are women. Because of this difference, women’s 
wants, experiences, and points of view are not always 
taken into account when AI is being made. Teams with 
members from a range of backgrounds are better able 
to think about how AI systems might affect people of 
all types.

Bias in AI Training Data
AI systems usually learn from very large amounts of 
data from both the past and the present. This data 
often includes biases that come from society. Seven-
ty-eight per cent of the AI training datasets had big dif-
ferences between men and women, with three times as 
many data points relating to men as to women.19,20 This 
difference in data can make AI systems less accurate 
or biased when they deal with events or inputs that in-
volve women. For instance, language models that are 
trained on biased data might show that men are more 
likely to be in charge or have well-paying jobs, while 
women are more likely to be doing tasks.21,22

Algorithmic Design Choices
Despite appearances to the contrary, gender bias can 
be unintentionally introduced or exacerbated by al-
gorithmic design choices.23 As an example, the way 
optimisation criteria are designed and chosen in rec-
ommendation algorithms can lead to wrong results. 
According to a study by Trauth24 and Chen et al.,25 the 
criteria used to make recommendation systems more 
engaging often led to content ideas that were based on 
gender stereotypes, which reinforced traditional gen-
der roles. Specifically, these systems tended to suggest 
technical and leadership-related content to male users 
while suggesting household and caregiving content 
to female users. Such biases usually happen because 
of implicit assumptions or mistakes made during the 
design process. This shows the importance of carefully 
looking over and testing algorithms for possible biases.

According to Pal et al.18 and the World Economic 
Forum,26 there are consistently more men than women 
working in AI jobs. The gap between men and women 
is smaller in the nonprofit sector, where women make 
up 37% of the workforce while men make up 63%. The 
gap is small in other fields, too, like healthcare (26% 
women vs. 74% men) and education (25% women vs. 
75% men). However, the gap is big in fields like manu-
facturing energy and mining, where women only hold 

15% and 18% of AI jobs, respectively.18 This imbal-
ance between men and women shows the importance 
of working to close the gender gap in AI, especially in 
technical fields that have usually been dominated by 
men.

Manifestations of Gender Bias in AI Applications
There are numerous instances of gender bias in AI, and 
each one has its unique impact on individuals. Some 
examples that are widely recognised are presented in 
Table 3.

Voice Assistants
Voice assistants like Siri, Google Assistant, and Alexa, 
often start with female sounds. By giving female voices 
an implicitly “subservient” part, this choice reinforc-
es traditional gender roles.27,28 Studies have shown 
that people like hearing female voices in these kinds 
of jobs.29 This might be because society often associ-
ates women with roles of caregiving and support. This 
choice about how to make something reinforces the 
idea that women are better at helping others than tak-
ing on leading roles.30 Most systems allow us to change 
the voice of the assistant, but the most common voice 
is still female, which reinforces these stereotypes by 
default.

Image Recognition
Image recognition algorithms that are biased against 
women can make wrong assumptions and classi-
fications that are perturbing.31 It has been shown 
that some image recognition systems link pictures of 
women more often with housework or caring for oth-
ers, while pictures of men are more often linked with 
work or being outside. This bias might be caused by 
the fact that training datasets have more pictures of 
women at home and men at work, which reinforces 
standard gender roles.32 Because of this, these biases 
can change how pictures are labelled or categorised, 
which can change the results of systems that use image 
recognition, like content moderation tools or advertis-
ing algorithms.

Resume Screening
It has been shown that resume-reviewing tools that 
use AI favour men for expert and leadership roles, 
even when qualified women also apply.33 Many times, 
this bias comes from the fact that the data used to train 

Table 3 | Manifestation of gender bias
AI Application Manifestation of Gender Bias

Voice 
Assistants

Defaulting to female voices for subservient roles

Image 
Recognition

Associating women with domestic activities

Resume 
Screening

Favouring male candidates for technical or 
leadership positions

Language 
Models

Associating high-paying professions with male 
pronouns

Source: Own elaboration
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these systems is old and shows that there are gaps be-
tween men and women in some skills or jobs. A resume 
screening tool might learn to support keywords or pat-
terns that are linked to men if it is trained on a set of 
resumes from past candidates who were mostly men.34 
This would make it harder for women to get jobs. This 
issue shows how perilous it is to teach AI systems with 
data that shows unfair and biased behaviour from the 
past, as these systems could make things worse in-
stead of better.

Language Models
When directed to do things like assist customers or 
write pages, language models such as GPT-3 and BERT 
frequently give answers that favour one gender over 
the other.35,36 For example, when asked to finish lines 
about well-paying jobs, they are more likely to link 
male pronouns with names like “doctor” or “CEO” and 
female pronouns with roles like “nurse” or “teacher.”37 
Unfortunately, the data that these models are based 
on is not accurate. These types of data often show bi-
ases and social norms. More gender roles are twisted 
because the language models repeat these stereotypes.

Prevalence of Gender Bias in Different  
AI Applications
Thompson et al.38 examine how common bias against 
women is present in different kinds of AI. The follow-
ing Table 4 shows a list of the percentages of ways that 
are unfair to women in different areas:

A number of cases of gender bias in AI is shown 
by these statistics. A lot of bias can be found in voice 
assistants, job search tools, and picture recognition 
systems. According to the World Economic Forum,26 
men are better than women at 66% of skills, like deep 
learning and artificial neural networks. Also mostly 
held by men are computer vision (67%), neural net-
works (70%), and Apache Spark (74%). When it comes 
to machine learning and pattern recognition, where 
men make up 85% and 98% of experts, the gap is even 
bigger. Because men and women do not have the same 
level of advanced AI skills, programs that teach wom-
en specialised skills in areas like machine learning and 
neural networks could be very important for closing 
the AI gender gap. To get rid of gender bias in AI, we 
need to make AI teams more diverse, collect datasets 
that are representative of all genders, and test algo-
rithms thoroughly for biases.

Synthesis and Critical Analysis
Gender bias is a highly systemic issue that comes 
from the way that social structures, historical biases, 
and technical decisions are made during the develop-
ment process. There is bias in many areas of AI, from 
the people who work on them to the data they use to 
teach them and the choices they make.39 When there 
are not enough women on AI teams, there are not as 
many examples and ideas that can help find and fix 
gender biases.40,41 This is analogous to how historical 
data demonstrating gender inequalities trains AI sys-
tems to perpetuate such biases.5 This keeps a loop go-
ing that does not end past injustices but makes them 
worse. When these things come together, they make re-
sults unfair in several situations. This shows that fun-
damental changes need to be made in how AI systems 
are created, trained, and tested to produce fair results.

AI not only mirrors but also potentially exacerbates 
existing social problems, such as gender bias, when 
observed in the actual world.42 The fact that AI is based 
on data can, ironically, support harmful stereotypes 
while pretending to be neutral.43 If recommendation 
systems use “engagement” as a factor, they might 
show more gender-stereotypical material and force us-
ers to play certain roles. In the same way, setting voice 
assistants to female voices reinforces old ideas that 
women should play supporting parts. It also shows 
the flaws of old data-centric methods and stresses the 
need for systemic changes, like adding ethical and 
diverse oversight, balancing datasets, and rigorously 
testing algorithms, to make AI systems that are not 
only technically strong but also socially responsible 
and embracing.

Impact of Gender Bias in AI on Women’s 
Participation in Technology
When there is bias against women in AI, it starts a 
difficult cycle that makes it harder for women to work 
in technology and move up in the field. It also changes 
how women think about the field. This cycle makes it 
seem like AI is mostly a field for men, which makes 
women less likely to start or move up in technology-
related jobs. According to Thormundsson,44 relative 
AI skill penetration rate by gender across various 
countries highlights disparities between male and 
female representation in AI skills. India leads with a 
significant gender gap, showing the highest male skill 
penetration rate (2.78) compared to females (1.65). 
The United States follows, with male penetration 
at 2.21 and female at 1.23. Other countries, such as 
Germany, Israel, and Canada, show similar trends 
where men significantly outnumber women in AI 
skill penetration. In all countries shown, males have 
a higher rate of AI skill penetration than females, 
indicating a global gender gap in AI expertise. The 
smallest gaps are observed in countries like Australia 
and the United Arab Emirates, but even there, males 
still hold a higher skill rate. This highlights the need 
for targeted initiatives to encourage and support 
women in developing AI skills globally to reduce this 
gender disparity.

Table 4 | AI Application systems exhibiting gender bias
AI Application Percentage of Systems Exhibiting Gender 

Bias
Recruitment 68%
Healthcare 57%
Financial Services 52%
Voice Assistants 73%
Image 
Recognition

61%

Source: Own elaboration
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Lack of Role Models and Stereotype Reinforcement
Another big effect of gender bias in AI is that it reinforc-
es the idea that technology and AI are fields controlled 
by men. Because there are not many obvious female 
role models in AI, young women may not want to work 
in this field because they think it is an unwelcoming 
place. Research by Priyadarshini and Priyadarshini45 
discovered that using gender-biased AI in schools was 
linked to a drop in the number of women who wanted 
to get STEM degrees. When AI programs mimic gen-
der biases in schools, they can make women less am-
bitious, which lowers the number of talented women 
who enter the field.46,47

Stereotype Threat and Performance Impact
When people feel threatened by the possibility of con-
firming bad stereotypes about their social group, this 
is called stereotype threat.48 It can have a big effect 
on how well women do in AI and technology and the 
careers they choose. According to research by Hus-
sien et al.,49 AI-assisted performance review systems 
were 23% less likely to suggest women for senior po-
sitions than reviews done by humans only. This differ-
ence shows that AI might reinforce stereotypes, which 
would make it harder for women to become leaders. 
Biased computer programs can make it less possible 
for women to be promoted when they are used to grade 
work. This might lead some to believe that men are bet-
ter at leading in technology.

Workplace Culture and Attrition
It has been hard for a long time for the tech industry 
to make settings where everyone feels welcome. When 
women work in places that are not friendly, they tend 
to quit more often.50,51 This is especially true as they 
move up in their careers. For a long time, many women 
were working in tech jobs at different levels and now 
top tech jobs saw the most job loss.52 Bias and cultural 
problems can build up over time and have a big impact 
when a lot of top women leave their jobs.53 These issues 
can get worse if AI systems are biased making work-
places less friendly, widening the gap between men 
and women in tech, and keeping the high rate of wom-
en quitting their jobs. Women may not have as much 
access to the tech networks, tools, and help they need 
to start their businesses because they cannot move up 
as quickly as men; therefore, their desire to start tech 
businesses dropped.54

Synthesis and Critical Analysis
Women face bias at every stage of their career in tech, 
from school and entry-level work to becoming a leader 
and starting their businesses.55 As stereotypes are re-
inforced and places are made that are not accepted, AI 
systems add to a cycle of exclusion that makes the field 
less diverse. There are not enough women working 
in tech, which makes biases stronger in AI and slows 
down the progress and new ideas that could come from 
having a more diverse workforce. These biases have an 
accumulated effect on each stage of attrition.

There has to be a shift in education, company 
culture, and career advancement opportunities if we 
cannot simply improve the algorithms and add more 
types of training files. Companies need to fix the flaws 
that are built into AI tools that affect jobs, such as per-
formance reviews, and recommendation systems.56 To 
end the circle of under-representation, we also need to 
work together to create role models, mentorship pro-
grams, and workplaces where everyone feels welcome. 
Without these types of steps, AI biases could keep 
making the tech industry less equal between men and 
women, which would slow down growth and make the 
field less open to everyone.

Digital Literacy as an Empowerment Tool
By teaching women how to think critically about tech-
nology, digital literacy programs could help close the 
gender gap in AI.57 Within these programs, women in 
AI learn skills that improve their self-esteem, teach 
them how to think critically, and create job opportu-
nities for them.

Programs that teach women how to use technology 
and AI can give them a lot more confidence to work in 
those fields.40 Because of the greater representation 
of women in discussions and choices regarding the 
development of AI, these kinds of systems empower 
women. The confidence boost can spread, and women 
who can question and criticise AI systems may inspire 
other people to think more critically about technology, 
which will make the field of AI more open and diverse 
for everyone.

Digital literacy programs are important because they 
teach women how to think critically, which helps them 
find bugs in AI systems and fix them.58 These programs 
can help users become more informed about AI and 
work for more fair AI practices by teaching women how 
to think critically about how AI technologies are made 
and how they work. When women can closely exam-
ine AI systems, they can spot troubling trends, such as 
the use of gender stereotypes in AI ideas, and work for 
improvements.59,60 With these important skills, women 
can hold people who make AI systems accountable and 
push for more fair and equal AI systems to be made. 
Programs that teach women how to use technology can 
help them get their first tech jobs.

If women study programs like AI4ALL, they more 
likely go into jobs related to AI after ending the 
programs.61

Figure 2 shows how bias against women can show 
up in AI and digital skills. Inequality between men 
and women in society is the first step that affects bias 
in AI systems.62 Because there are not enough women 
working on AI, systems do not include different points 
of view, which makes these biases stronger. We need 
programs that teach people how to use technology cor-
rectly and AI design methods that work for everyone to 
solve this problem.

Strategies for Promoting Gender Equality in AI
Several approaches have shown promise in making AI 
fairer for men and women. These ways of making AI 
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systems and settings try to make them more open to 
everyone by looking at both the technical and social 
sides of AI development. More diverse development 
teams using inclusive AI design methods have been 
shown to reduce gender bias.63–65 Putting gender-sen-
sitive STEM education at the top of policy lists has a 
big impact on the number of women working in AI.66 
Giving women in the AI and tech fields tips and moti-
vation through mentorship programs is a great way to 
help them. Role models such as successful women in 
AI can help dispel preconceptions and encourage more 
women to pursue careers in the field. Also, mentoring 
programs give women in areas where men are more 
common the help they need to get past problems and 
build successful careers in AI.

Example of AI4ALL
A nonprofit organisation called AI4ALL shows how 
targeted digital learning programs can help make AI 
more diverse and open to everyone.67 Through mentor-
ship, summer programs at top colleges, and continued 
support, AI4ALL’s programs give high school students, 
especially those from under-represented groups, re-
al-life experience with AI. The outcomes of AI4ALL are 
very good: 78% participants plan to continue their ed-
ucation in STEM fields, and 91% say they are more in-
terested in jobs in AI.68 The program also helps young 
women in AI find support, which gives them more 
power. Some programs that teach women specific digi-
tal skills can get more women interested in AI and help 
them learn the skills they will need for future jobs in 
the field.

Figure 3 is a word cloud that synthesises the main 
points discussed regarding digital literacy’s function 
in empowering women and gender bias in AI. We are 
primarily focused on tackling gender inequities in 
technology and the potential of digital literacy to cre-
ate diversity. Key terms like “gender,” “AI,” “digital,” 
and “empowerment” are clearly emphasised. Using 
words like “inclusivity,” “representation,” “bias,” and 

“diversity” makes it clear that we need to create an AI 
environment that is fair for all genders and points of 
view. The words “skill,” “impact,” “technology,” and 
“role” show how important it is to make programs just 
for women, which will help them learn the skills they 
will need to help build AI systems. Words like “trans-
parency,” “ethical,” and “policy” suggest a bigger 
approach to creating a fair AI environment, where 
worries about ethics and policy play a central role.

Critical Analysis
This study’s findings highlight the multifaceted nature 
and multiple root causes of gender bias in AI. These 
include the fact that women are under-represented 
in AI development teams, biased training datasets, 
and algorithmic design choices that reinforce nega-
tive stereotypes. These fundamental issues not only 
make it harder for women to work in tech, but they 
also build unfairness into AI systems that affect im-
portant areas like hiring, healthcare, and finances. For 
instance, biased hiring tools continue to hurt women 
by repeating patterns of exclusion from the past.33 Sim-
ilarly, healthcare algorithms often do not take gender- 
specific health factors into account, which makes dif-
ferences in medical care worse.69 Previous research has 
also shown that gender needs to be taken into account 
when designing and using AI systems.70,71

Global Applicability Versus Regional Specificity
In different parts of the world, the ways to fix gender 
bias in AI tend to work in different ways. There are cul-
tural, economic, and physical differences between men 
and women that affect how they use technology and 
how they connect.72 To make gender equality plans 
that work well in a range of settings, it is important to 
be aware of these differences. In high-income coun-
tries, problems with gender bias in AI are often caused 
by uneven workforces and biased algorithms.73,74 Most 
of the time, these countries have better technology, 
more educational chances for women, especially in 

Fig 2 | Conceptual model of gender bias in AI and digital literacy
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STEM fields, and a lot of people who use AI. However, 
there are still systemic problems, such as the fact that 
there are not enough women in leadership positions or 
on AI creation teams.

More companies and governments in high-income 
countries are using tools like IBM’s AI Fairness 360 
to find and fix programs that are biased. AI systems 
must be open and answerable to humans.75 To make 
the workplace more welcoming, tech companies have 
put in place hiring quotas, diversity goals, and em-
ployee assistance groups.76 Even though these steps 
have helped, it is still hard for high-income countries 
to achieve full equality. In tech cultures, gender stereo-
types still exist, and there are not enough women in top 
roles. Also, biases in the past data that is used to train 
AI systems keep making things unfair, so they need to 
be audited and updated all the time.

Low- and Middle-Income Countries (LMICs)
Women in LMICs, on the other hand, often face deeper 
problems, such as limited access to schooling, technol-
ogy, and finance tools.77 Adding to these problems are 
deeply ingrained cultural norms that make women less 
likely to work in STEM areas.

Barriers in LMICs
In LMICs, especially in rural places, many women do 
not have easy access to good schools. According to UN-
ESCO (2023), girls in sub-Saharan Africa and South 
Asia are much less likely than boys to finish secondary 
school and even less likely to study STEM topics.78,79 
In LMICs, where the digital gap is worse, women are 
less likely than men to own devices, use digital tools, 
or connect to the internet.80 According to the GSMA 
Mobile Gender Gap Report, women in LMICs are 16% 
less likely than men to use mobile internet.81 Because 
of cultural norms, women often have to take care of the 
home, which limits their time and chances to play with 
technology or work in AI.62 These norms also make 
women less likely to go into fields that are controlled 
by men, which makes the gender gap in technology 
sectors even bigger.82

To deal with these problems, digital literacy programs 
need to be made that take into account the many issues 
women in LMICs face. Some important methods are: 
community-based training programs like Intel’s She 
Will Connect have helped close the digital gap by giving 
women access to affordable devices, hands-on training, 
and ongoing support. Often, these programs include 
child care so that moms can take part.83 LMIC govern-
ments can make gender-sensitive education policies 

that encourage girls to learn STEM subjects, especially 
in places that do not get enough help. According to Sal-
mi and D’Addio,84 subsidies and grants for underprivi-
leged groups can help get rid of financial barriers.

By working together with local NGOs and grassroots 
groups, we can make sure that our actions are sensi-
tive to different cultures and meet the unique needs of 
women in each community. For instance, Women in 
Tech Africa challenges social norms and creates safe 
places for women in technology by combining digital 
training with advocacy.85 Even though these programs 
have shown promise, they are still hard to make bigger. 
Not enough money, broken infrastructure, and cultural 
resistance make it hard to adopt widely. Additionally, 
LMICs need to deal with bigger structural problems like 
economic inequality and political instability to make it 
easier for women to work in AI.

Global Lessons and the Need for Regional 
Customisation
The different experiences of low- and middle-income 
countries show that there is no one-size-fits-all answer 
to the problem of gender bias in AI. Each region’s cul-
tural, economic, and physical conditions must be tak-
en into account when planning interventions. As an 
example, in countries with high incomes, efforts can 
focus on improving advanced techniques for reducing 
bias and encouraging a diverse group of leaders.86 For 
women to be able to work in AI in LMICs, foundational 
investments in education, infrastructure, and commu-
nity support are necessary. Cross-regional teamwork 
can make it easier to share information and decide how 
to use resources. LMICs can help high-income coun-
tries by giving them money, technical help, and access 
to global networks.87 Women can get more power in all 
areas of life if people in the global AI community work 
together and share their new ideas. This will make sure 
that technology is used to bring people together in-
stead of excluding them.

The Importance of Intersectionality in Addressing 
Gender Bias
Intersectionality is important for understanding and 
fixing the many levels of injustice that women from 
disadvantaged groups face. When we use an inter-
sectional framework, we deduce how identities that 
overlap, like race, disability, ethnicity, and location, 
combine with gender to create new problems.88 These 
frameworks are important for making successful in-
terventions because they look at inequality in a more 
complex way than just looking at gender.

Fig 3 | Thematic analysis word cloud
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In India and sub-Saharan Africa, for example, wom-
en in the countryside have very different problems than 
women in the towns of those same countries. Accord-
ing to Ghouse et al.,89 rural women often have trouble 
getting an education, using technology, and pursuing 
their professional goals. This is because social norms 
hold them back from putting their job goals ahead of 
household duties. In these situations, digital literacy 
programs need to do more than just teach technical 
skills. They also need to deal with real-world problems 
like how to get reliable internet access, how much 
devices cost, and the cultural stigma against women 
working in STEM areas.

Inclusive Design Practices as a Solution
To fix gender bias in AI, inclusive design techniques 
are just as important. These steps make sure that AI 
systems are built with different points of view in mind, 
which makes it less likely that biases will be built in or 
made stronger. It is important to work together, be re-
sponsible, and be open at all stages of making AI with 
inclusive design. When AI systems are trained on data-
sets that do not properly represent the range of people 
these systems are meant to help, bias starts to show 
up. To make AI systems that work fairly, it is important 
to use a lot of different kinds of data. To do this, we 
need to gather and organise information about a lot of 
different people, places, and things.

It is highly important to have ethical tracking sys-
tems in place to find and fix any biases that might be 
present in the creation and use of AI systems. Com-
panies can make sure that ethical issues are taken 
into account when AI is being designed by putting 
together ethics panels or advisory boards with a wide 
range of people, like women from under-represent-
ed groups.90,91 As an example, IBM’s AI Ethics Board 
provides guidance for creating fair and inclusive AI 
solutions, with a focus on avoiding outcomes that are 
unfair to some groups.92 Being open about how AI is 
made and how choices are made is another important 
part of inclusive design. According to Nazer et al.,93 
tools like inclusive AI programs help developers find 
and get rid of biases in datasets and algorithms. This 
makes sure that AI systems are in line with morals and 
values in society.

Challenges and the Need for Global Collaboration
Even though intersectional methods and inclusive de-
sign practices have a lot of potential, most of the work 
on them is still done in high-income areas, leaving 
LMICs uninformed. LMICs have a hard time adopting 
these practices because they lack the means, infra-
structure, and institutional support that high-income 
countries have. For instance, companies like Google 
and IBM are at the forefront of promoting inclusive 
design standards, but their work mostly helps peo-
ple in developed markets. LMICs do not always have 
the money or technology to copy these programs, so 
AI systems do not always meet the needs of disadvan-
taged groups.77 People from all over the world need 
to work together to bring inclusive design practices to 

places that do not have them yet because of this dif-
ference. By providing LMICs with information, fund-
ing, and technical expertise, high-income nations and 
multinational corporations can aid them in identifying 
effective solutions for their problems.

Future Directions
A great number of people need to work together to 
solve overlapping problems and support a design that 
is open to everyone. Some of these people are law-
makers, teachers, AI developers, and neighbourhood 
groups. Governments should utilise additional ethical 
means of monitoring and ensuring the usage of di-
verse types of data to construct AI ethically. Systemic 
change can happen when rules push companies to hire 
diverse teams and give people from under-represent-
ed groups a voice in making decisions. LMICs need to 
spend money on infrastructure, training programs, 
and community-based projects to be able to use inclu-
sive design.94 International and local groups can work 
together to make sure these efforts are right for the time 
and will last. Programs that teach women how to use 
technology should employ intersectional methods to 
help different groups of women deal with the issues 
they face. A mix of expert training, advocacy, and sup-
port services is what makes interventions work best.

There is a need for intersectionality and inclusive 
design to fix the unfair treatment of women who are 
already on the outside and to make AI systems that are 
fair, equal, and include everyone. By putting diversity 
and inclusion at the top of their lists, stakeholders can 
make sure that AI systems are tools that help people 
instead of ones that keep inequality going. The find-
ings of this study suggest that we need to fix gender 
bias in AI in a more profound way. This includes both 
programs that teach people how to use technology and 
changes to the way technology, schooling, and policy 
are set up. We need a multipronged strategy that is 
both universally applicable and locally specific to com-
bat these biases. In this form, it can be used in various 
social and economic contexts.

Another thing that needs to be explored more is 
how digital literacy programs can be changed to help 
women in different places who are having trouble. It 
may be more important to build AI teams with wom-
en in high-income countries with better technology 
infrastructure because of the need to make algorithms 
more responsible.95 Conversely, in LMICs, digital litera-
cy programs must address foundational barriers, such 
as limited access to technology, entrenched cultural 
norms, and economic constraints, which significantly 
affect women’s involvement in STEM fields.96 Women 
from disadvantaged groups often have to deal with 
more than one kind of abuse. At the local level, groups 
like Women in Tech Africa teach women digital skills 
while also speaking up for and helping their commu-
nities to give more power to women from groups that 
are not well-represented.97

We need longitudinal studies to find out how pro-
grams that teach women digital literacy affect their 
long-term interest and success in AI work. One type of 
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study could look at how participating in programs that 
teach new skills or pair people up with mentors chang-
es job prospects over the course of five to ten years. 
This is shown by the fact that graduates of targeted 
programs like Girls Who Code are much more likely to 
go into technology jobs.

The efficacy of legislation aiming to eliminate 
gender bias should also be thoroughly investigated. 
It is critical to ensure that algorithms do not contain 
any bias and to recruit individuals of colour to work 
in AI fields. The curriculum needs to be changed 
to take gender into account. Quotas for women in 
tech companies in Nordic countries have not only 
increased the number of women working there but 
also been shown to improve performance and spark 
new ideas.98 It is also important to look into how AI 
can be used to support equality between men and 
women. For instance, AI-powered tools can analyse 
recruitment practices for bias, provide unbiased 
comments to job applicants, or spot gender disparities 
in workplace data.49

Research consistently shows that teams comprising 
members with different points of view create more fair 
and creative results.99 Companies need to actively hire 
women and under-represented races for AI jobs and 
create cultures at work that help people stay with the 
company and move up. To find and reduce bias, it is 
important to check algorithms and information reg-
ularly. Reweighting datasets, adversarial debiasing, 
and fairness-aware machine learning models are some 
of the techniques that are becoming more popular as 
proactive ways to make AI systems that are inclusive.100 
For instance, scientists have made models that change 
the weights of training samples to get rid of biased 
links in language tasks.101

Anyone with a vested interest can monitor AI devel-
opment to guarantee that it benefits all stakeholders. 
More than ever, fixing gender bias in AI right away is 
necessary to make things more fair and equal, as well 
as to make AI systems more accurate, useful, and mor-
al. AI experts can work towards a future where tech-
nology helps everyone, gender included, if they keep 
brainstorming and sharing their experiences.

Critical Evaluation of Limitations
First, the data sources used in the topic analysis mostly 
came from English-language publications, which 
means that critical views from places where English 
is not the main language may have been left out. This 
linguistic bias might make it harder to apply the results 
to other parts of the world, especially in places where 
local languages are used for most study and everyday 
life. The study also contends that digital literacy is 
a necessary step, but these programs alone are not 
enough to fix the systemic unfairness that exists in AI. 
Computer literacy classes need to be a part of a bigger 
plan that includes fair hiring, helpful workplaces, 
and rules that aim to fight gender stereotypes in and 
out of school. Studies in the West have shown that 
mentorship programs can get more women interested 
in AI. However, to get around systemic barriers, similar 

programs in LMICs often need extra parts, such as 
payment help and community outreach.

Conclusion
The review discussed the important topic of bias against 
women in AI and how women can get ahead in this 
quickly changing field. It also shows how digital tools for 
learning could help fix these problems and give women 
more opportunities in AI. First, we have explored that 
gender bias in AI is caused by biased training data, the 
fact that there are not enough women on development 
teams and algorithmic design choices that may leave 
women out of the loop. Such biases make it harder for 
women to work in technology areas. We showed how 
they feed into a cycle that makes women less likely to 
work in AI or move up in their current jobs. In the third 
part of this study, we examined programs that teach 
people to use technology to close the gender gap in AI. 
Lastly, we came up with some good ways to encour-
age equal participation of women in the formation of 
AI. Some of these are open design, rules on education 
that take gender into account, and programs that teach 
women digital skills to help them get started in the field.

As AI continues to change and affect our world, it 
must support equal rights for men and women. We can 
work towards a more fair and inclusive AI future that 
helps everyone by teaching women how to use technol-
ogy and fixing the biases that are built into the AI de-
velopment process. Even though this review points to 
some promising paths, more research is needed to fully 
understand how these interventions will work in the 
long run. Longitudinal studies could show how digital 
literacy programs work over time, and economic analy-
ses could show the costs and benefits of these methods 
in a more general way.

Researchers should investigate the effects of dig-
ital literacy programs on women’s engagement and 
achievement in AI domains in the future. Additional-
ly, they ought to investigate intersectional techniques 
that investigate the interconnectedness of gender bias 
in AI with other forms of prejudice. Additionally, an in-
teresting area to research in the future is how AI could 
be used to support gender equality instead of just rein-
forcing societal biases. In conclusion, tackling gender 
bias in AI through digital literacy and empowerment 
programs is not only the right thing to do for fairness 
and equality but also the only way to make AI systems 
that are truly accurate, moral, and helpful for every-
one. There are still problems, but the result shows that 
targeted interventions can make a big difference in pro-
moting gender equality in AI.
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